Architectural thoughts about
management technologies NETCONF and YANG
for AUTOSAR-based Software-defined Vehicles

AUTOSAR AUTomotive Open System ARchitecture

Internet Engineering Task Force

Yet-Another-Next-Generation
= name of a management data modeling language


http://www.autosar.org/

Storyline

Walkthrough

1. SDVs-under-DevOps
— management of SDVs in operation
— dynamic management services?

2. Model-based in-vehicle computing AUTOSAR software
systems
— modeling framework for Model-based Systems
Engineering (MBSE)
— AUTOSAR higher level management system

3. Requirements viewpoint
— system context, actors, goals
— management architecture pattern "manager-agent"
— management technologies (NETCONF, YANG)

4. Operational viewpoint
— management use cases
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Functional viewpoint
— service layering, information planes
— extended data model for AUTOSAR

Logical viewpoint
— vision of a logical AUTOSAR management architecture

Technical viewpoint

— out of scope (no discussion of technical AUTOSAR system and soft-
ware architectural aspects, would be subject of a follow-up presentation)

Summary
What's next?

AUTOSAR AUTomotive Open System ARchitecture (www.autosar.org )

DevOps Lifecycle model "Development / Operations"

MBSE Model-based Systems Engineering

NETCONF a) Network Configuration Protocol
b) IETF Working Group "Network Configuration”

SDhV Software-defined Vehicle 2
Yet-Another-Next-Generation

= name of a management data modeling language


http://www.autosar.org/

AUTOSAR SDV-under-DevOps

In Operations and Management

AUTOSAR AUTomotive Open System ARchitecture
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bdd[package] General in-vehicle information systems [ETAS SDV-under-DevOps & Operations & Management [\EEE]V

DevOps lifecycle

Software-defined AUTOSAR
Vehicle computing system

Software
m Development
@ Solutions

(DEV)

(3) DevOps-lifecycle "8" (here ETAS)

(4) unfolded DevOps-lifecycle phases

(5) main actors

(2) complementary management system

(1) SDV in-vehicle information system

AUTOSAR AUTomotive Open System ARchitecture
DevOps Lifecycle model "Development / Operations"
FW / SW Firmware, Software

Sbv Software-defined Vehicle
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(ves)

Vehicle H Data Acquisition and
Operating System ﬁ. Processing Solutions
(vos) (DAP)

(6) typical, DevOps-
lifecycle-phase-specific
management services

Developer

(distributed system,
software, software

distribution, ...)

i
Operator & Manager

of SDV-to-Passenger
offered services

DevOps View peints
1. Static viewpoint
-» here
-= metaphor: DevOps-Eight
2. Temporal viewpoint
->cycle phases mapped on timeline, time windows
->metaphor: DevOps-TimeArrow (multipled DevOps-Eight's
unfolded and mapped to timeline)
3. Concurrency view point
->multiple, consecutive, versioned artefacts are in the DevOps
pipeline, leading to a spiral
->metaphor: DevOps-Helix
DevOps-under-CD/Cl (Continuous Development/Continuous Integration)
leads to a temporal, concurrent DevOps lifecycle model.

AN

Purpose:

* indicate preparation, integration and usage of standardized
managementdata models in the system development lifecycle
phases;

* indicate operation and management(and usage of management
data models) in the system operational lifecycle phases;

*+ indicate dedicated abstracted DevOps-specific actors;

Scope:

*+ SDVinformation plane = management plane
*+ SDVin-vehide distributed computing and communication system

«activity,system function»
Management Plane (MP)

(6.1) ... during "Devs"

(= static management)

Dev"code": e.g.,
*  YANG module selection
----- *  YANG-to-ARXML mapping and integratio

Ops "release™:e.g.,

+ objectmanagement -> SW/FW image
management

. release of candidate management datastore for
capabilityupgrade operations

Ops "deploy": e.g.,
¢ discovery, inventory and check of actual state
- * commitof candidate management datastore

~4.=  fallback (if necessary)

* “~associated configuration management (62) e durlng "OpS"
(= dynamic management)

e Ops "operate™: e.g.,
s, 1. thewhole setof managed object operations for
- N the set of managementservices for vehicles in
. operational states of "driving”, "parking"”,

"charging", "maintenance”, ...;
2. thesetofmanaged objectinformation retrieval &
notification related services

Ops "monitor":e.g.,

. observation, supervision, monitoring related management services
->acqu on, collection of managementdata

®* conduction of dedicated in-operation tests

e also known as functional, in-vehicle electronic & electric (E/E) architecture;

*  here with functional realization of uppersystem layers by AUTOSAR-compliant software 4




Dynamic management? For SDVs?

Time-dependent frequency of management activities over vehicle lifecycle phases

Frequency‘{)f management activities
high
- Management activities fy(t) HWV
1) Managed object life- | Il) Managed object information medium
Categories: : : SR
cycle operations f(t) retrieval & notifications fg(t) . ‘ ) } )
- - - ; Static! Frequency of in-operation

1. create object 1. retrieve (or read) information Hard-wired management services close to zero.

2. delete object from agent by manager Vehicle low

3. modify or update object | 2. notify information to manager

Slgelesicn | 4, subscribe to byagent | N
notifications besides basic close to zerq] : r— e
by manager 3. discovery and inventory of Starlti'f(;c'Pcr& “ﬁg‘s’g (()\S/gft)ir:]eeate
actual capabilities and features yele p
/=== | M configuration data M configuration data
Anlee e [ state data M state data Frequency of o :
management (/
f\u(t) Frequency of overall management activities activities i i
fc(t) Frequency of lifecycle-related management operations high
f5(t) Frequency of management information retrieval & notification 9
NOTE: sum fiy spy (t)
SDV [ EEEEEENE o e oo not shown.

Also dependent whether managed object =
1. unconstrained object or .
2. constrained object (like safety constrained).

SDV "x-axis": temporality with respect to

1. addition of new features

2. deletion of existing features

3. hardening of continued features (in
order to increase maturity level)

("just think about smart 10T devices")

\__)
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Temporality of dynamic management services (= _—\
management service rate). & )
medium

Software-defined -1
Vehicle

e
Devs

low

close to zerg

Example management activity:
fe.sec(t) Frequency of security management operations
(e.g., policy management — security policy management — update of security policy rules)

HWYV Hard-wired Vehicle loT  Internet of Things 5
MO  Managed Object SDV Software-defined Vehicle




Model-based Systems Engineering (MBSE) of
Model-based in-Vehicle Computing AUTOSAR Software systems

Matrix of Modeling Framework

AbstractSoftwareComposition

Abstract
System
Description

AUTOSAR
Functional
Viewpoint

System
Description

AUTOSAR
Technical
Viewpoint

Figure 10.1: Abstract System Description refactoring to a System Description
Internal | ETAS-DAP | 2023-07-28
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Overview — Matrix "Viewpoints vs Abstraction levels"

Location of AUTOSAR system engineering artefacts

Abstracted as "E/E
Reference Architecture"

the usual AUTOSAR
"program code
abstraction level"

Engineering framework:

Engineering methodology:

= MBSE (Model-based Systems
Engineering)

MBSE modeling framework:

= SPES (Software Platform Embedded
Systems)

see Model-Based Engineering of Embedded Systems:
The SPES 2020 Methodology, Springer, 2014.
System modeling languages:

= SysML, UML

Data modeling languages:

= YANG, ARXML

Good news!

That system architecture (levels) are
(almost) independent of AUTOSAR!

Thus, applicable for all kind of distributed
automotive computing systems ...©

pkgpackage] Overview AUTOSAR [Summary - AUTOSAR Operations & Management [IEEE]] /

Requirements Viewpoint

Operational Viewpoint

Functional Viewpoint

Logical Viewpoint

Technical Viewpoint

Abstraction level |
[ 'DevOps stakeholders™

System Context of Generic
Management System (ICT

There areno use cases at that
top systemabstraction level.

AUTOSAR SDV-under-DevOps
& Operations & Management

N .

Therearenot any logical
components atthat top system
abstraction level.

There is no technical system architecture at
that top system abstraction level (al so dueto
thelack of a logical system architecture,
thus, no logical to-technical mapping).

Abstraction level Il

F

EIE Systems Engineering”

Pattern)
it;»"!
System Context with One-Manager-for-All-
Management Plane DevOps-Phases
Overlay
~fn
B
-
AUTOSAR Actors for AUTOSAR
Architecture Evolution
Goals
[l @}

AUTOSAR Feature
Extension Goals

A

other requirements
engineering artefacts ...

Configuration
Management along
DevOps lifecycle

<
N\

Management Use
Cases vs DevOps
lifecycle

Service Layered AUTOSAR
System + Management
Plane

integration of YANG-to-ARXML
data process

TN

other functional architecure
related artefacts ...

Data models vs atomic
AUTOSAR Logical Compent

NOTE

An abstracttechnical system architecture
including an overlay of a technical '
management architecture could be

developed, but

out of scope

Logical AUTOSAR Management

Architecture

(because ultimate focus at the technical
system architecture at the abstraction level
of an AUTOSAR software system, see below
abstraction level 111)

other logical architecure
related artefacts ...

Out of scope.

Abstraction level llI
"AUTOSAR system™

NOTE:
documents.

dedicated clauses in AUTOSAR specifications.

Subject of the Requirements Specifications in AUTOSAR
Either as self-contained AUTOSAR specifications or as

Use cases aree.g. indicated as procedural descriptions.

AUTOSAR "Functional Viewpoint':
=> Abstract (distributed) System Description
NOTE - Mix of functional & logical aspects.

AbstractSoftwareCompostion

AUTOSAR_SysTemplate_Fig.

10.1a

ARXML
XML
YANG

AUTOSAR XML
Extensible Markup Language
Data modeling language "Yet-Another-Next-Generation"

AUTOSAR "Technical Viewpoint":
=> (technical = software) System Description

SoftwareCompostion

AUTOSAR_SysTemplate_Fig.10.1b

E/E Electrical & Electronic (in-vehicle architecture) 7




Requirements Viewpoint (1)
for an SDV-under-DevOps capable AUTOSAR management architecture

AUTOSAR AUTomotive Open System ARchitecture
Internal | ETAS-DAP | 2023-07-28 DevOps Lifecycle model "Development / Operations"” 8
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System context (standard management) (1.1) Requirements viewpoint

bdd[package] Generic Management System [ICT Pattern [IEEE]V

Basic ICT pattern

ICT Information & Communication Technologies

Legacy AUTOSAR system
(as in-venhicle, distributed computing

Addition:
* Agent

Addition:
* Manager (vehicle locally or/and remotely operated) Managing| System Managed System

and communication system)

Open, external MP1

.
»

Internal MPI

(

Object

M = resources, objects, entities

o t _ . o

Addition: SE,\::::::ZW :‘:f;r;a"c":“agemem Programming = technical Compo_nents_{HW, SW}

* Management Programming Interface (MPI) Ny Identity ’ = resources {physical, virtual; logical}
anagemen

Service Category, Management Information Flow Categories

Management Use Notification

Cases, grouped in e e
Top-Level Service Service Category, Open, external Internal MPI
Categories Alarm MPI
- Management
Management architecture pattern — take-aways: Service Category
. . o . Performance
1. information planes: explicit separation between user and Management
Service Category, . B nioematan pane speciic objecs » . [errs |
management plane! Security NOTEs: AN S 72 - -
i i i . i~ e 1. Re.source Management = e < = s
2. representation of management information: explicit Service Category, behind Object Management r oS ; .

2. Service Management = behind s

Object Management é 6

Upper service abstraction level = — e
compositions of lower level
management services, e.g., + a e = ~
1. QoS Management s : l
2. Diagnosis, Debug
3 - API Programming Interface for user Applications 9

External | ETAS-DAP | 2023-07-28
© 2023 ETAS GmbH. All rights reserved, also regarding any disposal, ex| MPI Programming Interface for Management applications
QoS

Log Management

management data model!
Service Category

3. management actors and roles: management agents: and
management manager!

4. results in management plane interfaces: MPIs!
5. manager-agent(s) communication: management protocol!

Test Management
Service Category

other
Management
ervice Categories

Quiality of Service




System context (operations)

(1.2) Requirements viewpoint

Vehicle local, heterogeneous, distributed computing system with management plane

bdd[package] Heterogeneous In-Vehicle Computing System [with MP Overlay & Centralized Management [IEEE]))

legacy, non-AUTOSAR legacy AUTOSAR

Non-AUTOSAR Computing Cluster

In-Vehicle Compute Nodes beyond the
AUTOSAR ecosystem

Legend

D User plane entities
. Management plane entities

Management Gateway = optional.
¢ Ifoptional, then direct Manager-to-
Agent access.

Non-AUTOSAR Compute
Node

AUTOSAR CP Compute Node AUTOSAR AP Compute Node

Age Agent

Agent

extended AUTOSAR (vehicle onboard)

Takeaway: digital twin
= embedded, integral element of

management architecture pattern!

Vehicle Compute Node for Manager Vehicle Compute Node for Manager

Digital twin

Vehicle Local Compute Node for
Manager

Vehicle Remote Compute Node
for Manager

Remote
Manager

Lu‘n:'a.l

Laanase( virtual

- = datagtore at

manager level

Vehigle Access Node for

[@nagemient
Gateway
MPI external
= MPIManager—Gateway\Agem
= datastore
at agent level
| —

Vehicle Internal Communication Network

gle External Commun|

Network

Management Programming
Interfaces (MPI)

=

External | ETAS-DAP | 2023-07-28
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MPI

= MPI Gateway-Agent

internal

AP (AUTOSAR) Adaptive Platform

CP  (AUTOSAR) Classical Platform

MPI  Management Programming Interface

10




bddipackage] One-Manager-for-All DevOps-Phases [Manager n relation to E/E System EEE]]

Computing System Context legacy, non-AUTOSAR legacy AUTOSAR extended AUTOSAR (vehicle onboard) |  extended AUTOSAR (vehicle offboard) SDV - One-Manager-Tool
System text L
yS e context (i pevops) A
— antife lfeeyele
[] user plane entities Non-AUTOSAR Computing Cluster
One-Manager-Tool el One manager,
acosystam
used ... ‘\:\;\
\
AP (AUTOSAR) Adaptive Platform DevOps iecycle "Plan, Re-Plan, . | /' ‘\‘
CcP (AUTOSAR) Classical Platform few system, maended system. modified syster System under Planing/Re-planing (partially or complata) |l
MPI Management Programmlng |nterface Non-AUTOSAR Compute Node AUTOSAR CP Compute Node AUTOSAR AP Compute Node Ulllit:ukmNodlbr II
Jr— = lanagament !
=] — "
Engineer (as Planer 1
& Pre-Build 7
Configurator) ,l
J/

Vehicle Internal Communication Netwark

~s, -
-
~

[DevOps lifecycle "Build, Re-Build, .|" [ [
i bt et System under Build (partially or complete)
Mor-AUTOSAR Compute Nade AUTOSAR CP Compute Node AUTOSAR AP Compute Node Vehicle Access Node for
Management
‘ Conflguration data used n pra-
compile, link of post-buld phases
= subset of manager related
configuration management
information
DevOps lifecycle “Operations™
coniious Release. Doy, Operae, Moriod Vehicle Compate Node for Marager Vehicle Compate Node for Manager]
Vehicle Lacal Compute Node for Vehicle Remate Compute Made Manager as

Oparator & ... for operation

Controller

*  MansgamentGar
. Hopt
Agert aceess. Management data modals
= as required for the entine set
Non-AUTOSAR Compute Node AUTOSAR CP Compute Node AUTOSAR AP Compute Node L Vehicle Access Node for of management we cases for
- Management SDV-under-Operations
Vehicls Internal Communication Network i ieation Netwark
ghts reserved, als T 11




Actors

(1.4) Requirements viewpoint

Developers, operators, managers, ... as humans or/and machines

bdd[package] AUTOSAR Developers & Designers [Actors for AUTOSAR in DevOps under Development [IEEE]]/

Long-term goal "maximal automation" of vehicle
management already to be considered in
system architecture from day #1!

bdd[package] AUTOSAR Operators & Managers [Actors for AUTOSAR in DevOps under Management and Automation [IEEE]]/

Managers /

Manageing systems provide management user interfaces.
The 'user' relates to an actor as requesting management actions form the

Developers
Developer

manageing system.
The demand for automation requires the consideration of two main actor

categories.

That actors here are active whenever the AUTOSAR-in-DevOps-cycle-phase
system is in-service, hence under operations and management.

That exclude all actors responsible for development and design tasks for the
AUTOSAR-in-DevOps-cycle-phase system in out-of-service mode of operation.

Operators

Manager (& Operator)

Human-type of

Migration path of automation (from human centric management towards machine delegation)

Vehicle

Vehicle
management

Level of
driving control

automation

L5
fully automated

L4

L3

L2

Developer
I La o Human-type of
- Manager Assistant\\
T~ ~
Human-type of CE=en h \\\ Machine-type of
Manager =es i -‘X = Manager
/ S =
: ; ~—ox S ]
i / '
' ; \
H J '
N [/ Machine-type of o
'.' K Manager Assistant f
l‘ i’ ' :
. \ '
+ = fully automated manager;

eg.,
.

= chief manager
data scientist for management data
data engineer for management data

.
data analyst for management data

assists human-type-of manager
human manager may outsource dumb
management activities to machine

¢  Al-based fault analysis
Al-based maintenance prediction

*  but not necessarily fully
autonomous manager!

L1

LO
fully manual
NOTE 1 — The degree of automation in the vehicle control and management domains are
basically orthogonal, are mutually inndependent.
NOTE 2 — References are e.g., TM Forum Autonomous Networks Reference Architecture
(2021), ETSI Zero-touch network and Service Management (2019).

NOTE 3 — Terminology: Assistance translates in Automation support. And Automation
should not be confused with Autonomy (which would imply that humans grant machine
actors intelligent independence beyond the human assigned constraints; autonomy

relales to a concept of freedom).

12

Al Artificial Intelligence
ETSI European Telecommunications Standards Institute
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TOp goals & non—goals (1.5.1) Requirements viewpoint @SLAYE)

Paradigm- and technology-driven architectural goals (non-exhaustive)

bdd[package] Paradigm- and Technology-driven Architectural Goals [AUTOSAR Architecture Evolution Goals [ EEE]I)

Management architecture Management data models Management protocols AUTOSAR design & build workflow
«goal» «goal» «goal» «goal»
Layered architectures: Functional Service Layering versus Technical Plane separated architectures: explicit division in information planes Vehicle remote [or local) management of in-vehicle AUTOSAR systems Integration of YANG management data models in the AUTOSAR
AUTOSAR Software Layering 'user’ and 'management’ using standardized ICT management protocols as NETCONF, RESTCONF, workflow concerning YANG-to-ARXML mapping
CORECONF
Explicit information plane separation in Data model mapp! ng:
(ML

G (ENE UP: user plane See system context for the various management plane interfaces

truct a c t acy, technically - MP: mana tpla ( 1 1 )
destruction and decomposition of legacy, technically VIP: management plane (aka MPI, Management Programming Interfaces}: ~ non-goal: ARX t0-YANG.
manifested monolithic management architecture. Existing resulting in in UP- and MP-specific data models. - manager-agen Mo tion: seamless integration of native YANG management
tem layers to be reverse engineering in functiona Motivation: precise information ar data models in existing AUTOSAR process.
ata = existing AUTOSA cess.

ure separation, clear - manager-g

division of management overlay architecture. - gal gel

professional-art management protocols,

ering the spatial dimensions from global area down to

I
«goal» :
Management architecture: extension for centralized besides ehicular area, vehicle area, computer area and small area :
distributed management 2 I
«goal» /T\ }
Native (= YANG) management data models for all non-Automotive, <=f----- - - - --——————-—————, e -+
ICT-originated, AUTOSAR-integrated technologies 1
urrent operation to leg «goal»
«goal» other non-AUTOSAR data models ...

=

y distributed AUTOSAR management servic
. Reference Points & Protocol Profiling

v n: ributed systems benefits from centralized hnologies
ntelligence ch simplifies also many management d systems (under management)
peeEiimes | communication technologies dentification of architectural commonalities:
- IETF Internet protocol suite - Each MP (manageme ) interface may represent a
«goal» - IEEE Ethemnet protocol suite Reference Point (RP_MP)
Management architecture: extension for dynamic besides static tion: don't rein iheelsl, reuse of professional data - If so, then the applied MP protocol should be protocol profiled
management models, following standardized and open approaches, there's (in order to e.g., establish a customized, versioned, professiona

h automot| omputer and operational

nothing really spe:
communication management.

ntroduction of ,fl\

‘ The above YANG goal may be generalized
o to other non-ARXML data (like COVESA
would be part VSS application data model).
bk = AUTOSAR process extended b
ure, applicable agoal» frontend non-ARXML-to-ARXML

e phases and all management use cases. IEEE 802 TSN & IEEE 1722 AVB YANG modlel suite as mandatory

management frameworks. OEM-specific aspects

S.

hitect:

, planed management sen
tivation: fully integrated management arc
for all DevOps lif;

A baseline for AUTOSAR ARXML information converter.
I
«goaln AUTOSAR specificat i . AVB (IEEE) Audio Video Broadcasting
Evaluation of AUTOSAR (concept) extensions with demand for S L Management pr0t000|s . CORECONF CoAP Management Interface
dynamic management support 1. reuse required YANG data elements (for AUTOSAR management 1. NETCONF iS an eStabliShed, mature, native pl’OtOCOl fOI’ (E'E)I(i(glNF-orlented Constrained Application
| : g petonly 1 <l e TS professional management of distributed systems. COVESA  Connected Vehicle Systems Alliange
S ST AR e ozt wiitansfione. ICT Information & Communication Technologies

urrent AUTOSAR extension proposal are the basic
"I[‘ cator concerning coming in-operation management der‘waﬂds‘

RESTCONF = NETCONF variant for web-based management. RN o= e e et e e ]

as IEEE 802 & 1722 C ) )
b) IETF Working Group “Network Configuration”

Motivation: The Internet protocol suite as w

Ethel etc cat tec es are challe f — 1 H 1
ua:'wr:.m \;a?jarlj;en- -;-?aﬂd :;G?ng ri‘mrwa;;meﬁ:;ers:g;?gﬂ.-er‘am . CORECONF = NETCONF variant for constrained devices. RESTCONF Represe?tional State Transfer (REST) / HTTP
; i NETCONF
all automotive use cases could be fully covered! e e L a——
VSS Vehicle Signal Specification (by CQVESA)




Goals & non-goals (1.5.2) Requirements viewpoint @SLAYE]

SDV-driven, in-service, dynamic management goals (examples, non-exhaustive)

bdd[package] SDV-driven in-service, dynamic Management Goals [AUTOSAR Feature Extension Goals [ EEE]]/

SDVs-under-DevOps-under-Management DevOps Lifecycle | DevOps Lifecycle Il
Scope on dynamic manageable SDV! SDV-under-Development-under-Static-Management SDV-in-Operation-under-Dynamic-Management
(excluding: SDV models, etc) static dynamic
SDV-in-Stop-phases
. . «goal» «goal»
development artefact, parking vehicle, etc «goal» General object management under Operational phase "Charging”: High-bitrate related
- e 0 I
stop c matrix: of pology charging management services
For all : - clean up management services, given the wireline high-speed V2X (vehicle-to-
- permanent connections. - predictive maintenance, wgoal» everything communication) connectivity and
Not for - ete Dynamic data management under charging communication interface capacity
- semi-permanent connections
- signaled connections
Status: see AUTOSAR System Template, clause 6 - data acquisition and data delivery
Communications. (smart vehicle as element of a (big)
- | data ecosystem) «goaln
- data scope: management data Virtualized Computing Infrastructure for
AUTOSAR Software Systems
ggeallo e.g., virtual ECU (VECU)
Communication security: security policy rule
d Management for
updates - virtualized entities required
——— - orchestration —_—
) ) for Partitioning of manager roles between
SDV-ln-Motlon-phases - in-vehicle policy rule enforcement points
vehicle driving like security gateways, firewalls, intrusion 1. service layer .physlcal infrastructure” and
detectors, intrusion prevention, ete 2. all upper service layers

motion

«goal»
Communicati ivity: d ic SoA-related
Y
communication services

«goal»
Operational phase "Driving": Acquisition & delivery of

Legacy AUTOSAR quadrant: management information
o = AUTOSAR SoA represents a specific communication
pre-operation (static) management p———— Services-oriented Architecture.

limitations "‘
- i.e., very reduced management services (e.g., just '
absolute necessary security policy management

updates)

AUTOSAR AP R22-11, Explanation of Adaptive
Platform Design
=>clause 8.5 Static and dynamic configuration

The configuration of communication paths can ECU Electronic Control Unit
«goal» happen at .
Communication connectivity: Dynamic connection L. design-, < vehicle compuiter
enta Bl Hmen T o T =7 |2 stertup-or SDV  Software-defined Vehicle
X 3. run-time SoA  Service-oriented Architecture
Management goals (some examples) for in- andistherefors onsidered sither static or V2X  Vehicle-to-Everything
3 g managed connections: dynamic: communication
operation (dynamic) management et e s « fully static configuration ( )
ml?tmlled COWECt_iDHSI ¢ nodiscoverybyapplication code
- signaled connections *  fullyservice discoveryin the application 14




Operational Viewpoint (I1)
for an SDV-under-DevOps capable AUTOSAR management architecture

AUTOSAR AUTomotive Open System ARchitecture
Internal | ETAS-DAP | 2023-07-28 DevOps Lifecycle model "Development / Operations"” 15
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DevOps-related management use cases (11.2) Operational viewpoint

example use cases (non-exhaustive)

uclpackage] DevOps-related Management Use Cases [Overview {non-exhaustive list of use cases) [IEEE]]/

Management Use Cases Object Configuration ‘Object Monitoring: Supervision of Object State and/or Status| Security Management any other management
versus DevOps lifecycles incl. Logging of System Events for information security, communication security. e.9.. QoS management
account security policy etc

non-exhaustive list

[DevOps] Development phases
plan, code, test, build

Static, apriori Management Use Cases

security configuration
management

‘workflow configuration

management

build configuration
management

configuration of initial
security policy rules

dystem structure (physic:
or/and logical)
configuration
management

test configuration
management

No use cases in that management categories (for an SDVin development phases).

Developer

AUTQSAR
Developers

Designers)

[DevOps] Operational phases
release, deploy, operate, m

P ——

Takt?\-ea:\gaez: SDV in-l\/\ob'\\ity-Service =
- management use cases) managemem

acy dynamic
SW/FW configuratio = in an Order beyond \eg y

management

object value

logical & topological
structure configuration,
management

configuration
management

security policy rule
updates (like firewall rule
management)

-m_operation

performance threshold

Dynamic, in-service Management Use

Cases

Manager (& Operator)

management

over-the-air (or proximity)
SW/FW image update
management

alarm reporting

resource management :
top level) /

performance
measurement
management

(from
AUTOSAR
Operators Reminder: constraint-de pendent configuration management! conditional reporting of
2 E.g., distinction between state and status
Managers) 1. uncenstrained objects ) )
diagnostics

2. constrained objects
a) quality-constrained objects (like QoS, safety, seccurity
constrained) and/or
b)resource-constrained objects

(from managementperspective).

=>constraint-category dependent managementuse cases!

e.g., management of
security network
functions (ITU-T X.1381)

conditional reporting of
performance metrics

External | ETAS-DAP | 2023-07-28 ) ) 1 7
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Functional viewpoint (I1)

= Functional service layering versus technical AUTOSAR software layering
= Functional management architecture for vehicle local and/or remote management

Intern al | ETAS-DAP | 2023-07-28 19
© 2023 ETAS GmbH. All rights reserved, also regarding any disposal, exploitation, reproduction, editing, distribution, as well as in the event of applications for industrial property rights.



Service Iayering (1.1) Functional viewpoint

over the distributed vehicle computing & communication system, incl. management plane

bdd[package] 4-Layered AUTOSAR System [Service Layered AUTOSAR System + Management Plane [IEEE]] /
AP-Manager:
Infor ion plane "Applications" (AP), also known as Network User Plane (UP)) Information plane "Management" (MP) ° dIStrIbUte(tj "?. |e%acy. AE-{OS?R
* more centralization in future~
' : . obios
vertical neighbour layers in Availability?
service provider / service MP-Manager: /\
i i « centralized!
consumer relationships | atso knownas : ) Safety?
n ﬁﬂ?ﬁ"ﬁﬂ;ﬁﬁ » non-functional require- NER
in EEE 802.10 for Ethernet-based ments (NFR)? S
| TSN(Time Sensfive Networking).
AN Security? QoS?
- e B AUTOSAR-based ARXML data models
v
N
\—/
1
AUTOSAR Layered Communication Architécture (all technology-specific Protocol Stacks) l'
) '/ e B [EEE/IETF YANG-based ARXML data models
| '/ N———
Manageert 23y, e ity shoun: 1. Introduction and support of standard ICT
iermazin L Gmmuncsionsevie nowgcrer communication technologies Internet Protocol (IETF)
semipemanertcomectons] and Ethernet (IEEE) in AUTOSAR, in relation to their
- e.g., TSN stream management, Ethemet . . . .
fis management 1 neaworkconnecton native ICT management information representation by
2::3:::{’ 1P ansport connectien (IETF, IEEE) YANG data models.
. opol and connectivity managemen . .
- i 2. Automotive TSN and the relation between IEEE TSN
YANG data models and AUTOSAR ARXML data
- models.

3. Existing in-vehicle fully distributed management
architectures (AUTOSAR) and the possible direction in
centralizing specific management services, particular in

- IEEE 802.1 TSN and IEEE 1722 AVB communication
context.
ARXML AUTOSAR XML
External | AVB (IEEE) Audio Video Broadcasting
© 2023 ET, IEEE Institute of Electrical and Electronics Engineers 2 1
IETF Internet Engineering Task Force

TSN (IEEE) Time-Sensitive Networking




AUTOSAR system development process (I11.2) Functional viewpoint (CLEE

bdd[package] AUTOSAR System Definition Process [integration of YANG-to-ARXML data process [\EEE]V
YA N - - A R x M L i n r i n Legacy AUTOSAR AUTOSAR process [N
0] egratio Functional data flow architecture
AR-XML YANG-XML (along the basic AUTOSAR system development process)
AR-XML = file objects with type .arxml
YANG-XML = file objects with type xml, json
System Configuration Input (System System level
level)
YANG-XML
Standardized, open YANG data models for the
management of distributed computing and
AL communication systems. Originating from
- Standards Devel opment Organi zations (SDO) like
Legacy AUTOSAR ETF, IEEE, ETSI, etc and fora |ike OpenConfig.
AR-XML (based on YANG) YANG catalog:
-— hittps talog.
1. system development process = unchanged! e flyengcatologare/
converted YANG
2. mature tool chain = unchanged! AUTOSAR extended:

y ARXMIL

ARXML

= no revolution of process and development tools!
= no revolution of AUTOSAR system architecture!

= standardized, open YANG data models

similar for application data models, e.g.,
— e COVESA VSS — AUTOSAR extended:

AR-XML

System Comfipae AN SURO = AUTOSAR concept Vehicle API
e = mapping VSS-to-ARXML

ARXML

ARXML

AR-XML

ECU Extract of System Configuration
Description (Compute node level)

ARXML

R

System Configure \
Configuration System
Input : . — = ARXML API Application Programming Interface
Systom A ARXML ~ AUTOSAR XML
cn:ﬁr;::-mn E*"“‘ AUTOSAR AUTomotive Open System ARchitecture
Description sp“m _;-,. ECU Configiiatio [DEr COVESA  Connected Vehicle Systems Alliance
“System Information (Compute node level) ECU Electronic Control Unit (= vehicle computer)
c“"ﬁ“‘" \ ETSI European Telecommunications Standards Institute
E*:fm . Z> . - IEEE Institute of Electrical and Electronics Engineers
Y —_— . N
System IETF Internet Engineering Task Force
Configuration Genarate VSS Vehicle Signal Specification (by COVESA)
Bystem XML Extensible Markup Language
Description exe YANG Yet-Another-Next-Generation

= name of a management data modeling language
NOTE - The notion of AR-XML and YANG-XML intends to
underline the common syntactical language baseline. 2 2

EXE

External | ETAS-DAP | 2023-07-28 Executable software image for
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Logical viewpoint (V)
Functional management architecture
for vehicle local and/or remote management
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Hybrid centralized/distributed management managers

Logical AUTOSAR management architecture

(IV.2) Logical viewpoint @GLAY]

object Example setup ~

Managers:

might be realized technically in a centralized or distributed manner
(dependent on your logical-to-technical deployment model)

each manager is responsible for his service layer related objects
manager "APP" and "COM & RES" are termed as "User" and
"Network" managers in IEEE (e.g., 802.1, 60802 and CUC / CNC for
centralized deployment variant)

long-term goal: merged, single and centralized manager (in small
area networks like in-vehicle distributed computing systems)

:Management Manager (APP)

:Management Manager (COM & RES)

host: Whatever Compute Node as Manager Host

Manager-Agent interfaces (MPI):
* management data transfer ...
* ... over a management protocol

donald's 313

( cnd-app: MP Data)
~_

acn-1: AUTOSAR Compute Node
nn-a: Network Node o acn-3: AUTOSAR Compute Node
:APPlication :Agent nn
Services (APP) :COMunication :Agent :APPlication
Services > (APP) Services
:COMunication e
Services :Agent  — :RESource ¢ end-cr: MP Data ) :COMunication
(COM, services nn-b: Network Node \*‘-r._,___i 7___,_.7-"/ :Agent Services
o | -
'RESC_“‘"CE RES) :COMunication T (com, ‘RES
services :Agent(COM, Services RES) :RESource
RES) services
:RESource
acn-2: AUTOSAR Compute Node services nn-c: Network Node 4 AUTOSAR C _—
acn-4: ompute Node
:APPlication :Agent :Agent(COM, :COMunication —
Services (APP) RES) Services =?EE“)': :APPlication
APP Services
:COMunication l :RESource —
s :Agent — services | Agent :co:::z:::mn
- ~ 3
:RESource (:2:;1’ /\-rlnd-cr: MP Da__ta/\' (com
services B :Agent(COM, RES) :RESource
4/\ RES) services
Agents:

« the two logical agents may be technically realized by a single one (even if there

: Vehicle

Take-aways:

* a single, common logical management
architecture may serve many technical
deployment variants

* logical user and management plane
architecture allows to discuss e.g.,
dynamic establishment/release of end-
to-end communication services (like
TSN streams inclusive entire QoS and
resource management)

Reminder!
Exemplification indicates only a few
example, important model elements
(in order not to overload the illustration).

External | ETAS-DAP | 2023-07-28
© 2023 ETAS GmbH. All rights rese!

are multiple managers)
» example shows two for the discussion of the combination of a centralized
manager COM &RES and a distributed manager APP

rved, also regarding| ¢ . as a first evolution path step from a fully distributed manager (like in legacy

AUTOSAR). E.g., IEEE 60802 follows a similar evolution strategy (for manager and agents)

~ CNC (IEEE) Centralized Network Configuration (Manager)
a2 CUC (IEEE) Centralized User Configuration (Manager)

= (centralized or distributed) Manager "COM & RES"
= (centralized or distributed) Manager "APP"



eTAS

Summary
What's next?
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Model-based engineering:
S u m m ary * Model-based AUTOSAR software
engineering implies

* Model-based system engineering first

Model-based operation and management of SDVs = Model-based Systems Engineering! (due to system-embedded software)

Modeling languages:
PR3 e TOSR ey AUTOSR O & rseen ] + system & software: SysML, UML
Requirements Viewpoint Operational Viewpoint Functional Viewpoint Logical Viewpoint Technical Viewpoint ° inform ation & data: YANG, ARXM L, .

Abstraction level |

xt of Generic

“DevOps stakeholders™ System (ICT .
. b There is no technical system architectura at
Thereareno use atthat There arenct any logical that top system abs traction level (also dueto
f— mmm[,::“'m. level components at that 1op sys tem the lack of a logical system architecture,
v ) abstraction level thus, ne logieal te-technical mapping).
Abstraction level Il
Data models vs atos
[E/E Systems Engineering” =
AUTOS,
NOTE
L An abstract technical system architecture
. including an overlay of a technical
management architecture could be

o

Por ] (22) developed, but
2) \2/ . .
q ot ofscope Conclusions:
on of YANG-t0-ARXML Logical AUTOSAR Management o
o Architecture (because ultimate focus atthe technical overlay management

architecture engineered
®) e : ’ ? l candidate entry point(s) for
aosR restore | N4 - YANG data models identified
Ny 3 N N X candidate management
y anginesring artefacts. ﬂ::;'\.;uﬁi?:::m‘km" ?;T.:fr‘:w:?:mm \/ protoc0| NETCONF integration
via manager-agent pattern

Actors for AUTOSAR

system architecture
-

&

Abstraction level Il
"AUTOSAR system”

AUTOSAR “Functional Viewpoint": AUTOSAR “Technical View point*

Next steps:

B == Albstract (distributed ) System Description => (technical = toftware) System Description

NOTE NOTE - Mix of functional & |ogical aspects. o
Subject of the Requirements Speciications in AUTOSAR [T ren Syt aas fO”OW the MBSE
documents.
Bt o el <ontaind AUTOSAR speifcatins of o3 EEr—— [} development path ...
dedicated clauses in AUTOSAR spaciff ions. 000 [ TTEEEEsEssssssrssssssssss=T Q\ ___________________________ I /C'-- — \\ R
Usecases areeg indicated as procedural descriptions. l — D e SP )

[ o N % Sl

W I |
Frankly speaken, you might re- P

place "AUTOSAR" by any general

in-vehicle computing systems,
whether for their operation or even
the development' hrding any disposal, exploitation, reproduction, editing, distribution, as well as in the event of applications for industrial property rights. 2 7




Thank you!

Dr. Wolfgang Hauck (ETAS SDV.DAP, Reference Architecture)
Dr. Albrecht Schwarz (ETAS SDV.DAP, Reference Architecture)

2023 IEEE SA Ethernet & IP @ Automotive Technology Day (E&IP@ATD)
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